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xv

PreFace

The idea for this book has been running around in my mind 
since I first started university teaching back in 2000. All that 
was needed was an opportunity to get this idea off the ground 
and realized. That opportunity came in late fall 2014 when 
I received an email from Valerie Johns, Executive Editor at 
Plural Publishing, asking whether I would be interested in 
developing a high-quality neuroscience textbook for commu-
nication sciences and disorders students. As is evident by the 
book you are holding and reading right now, I grabbed that 
amazing opportunity and have spent the better part of the last 
3 years working toward its realization and completion. I hope 
you enjoy the results!

Neuroscience Fundamentals for Communication Sciences 
and Disorders (NFCSD) was developed with three personal 
goals in mind. First and foremost, NFCSD was developed 
to provide senior undergraduate and graduate students in 
communication sciences and disorders (CSD) programs (as 
well as students in Doctor of Audiology [AuD] programs) 
with a richly illustrated, comprehensive, yet highly readable 
and accessible textbook covering the neuroanatomy and 
neurophysiology of the human nervous system. NFCSD 
was conceived and written as a “brain and behavior” style 
of textbook, while also ensuring coverage of essential neu-
roanatomy in an integrative fashion. My central motivation 
for producing this book was (and continues to be) to help 
students develop a deep understanding and appreciation of 
critical brain–behavior relationships that can impact and help 
inform their careers as rehabilitation specialists for patients 
and clients with speech, language, and hearing disorders. 
Valuing the critical role of the nervous system in the behav-
iors, perceptions, and cognitive functioning of someone with 
a communication disorder is something I believe is central to 
the development and implementation of effective and effi-
cient evidence-based treatments.

Second, I aspired to write a textbook for practicing clini-
cians who want a comprehensive guide to the inner workings 
of the nervous system and its processes. A reference book of 
this type is always useful in one’s professional library. Clini-
cians need a reference book that can be appreciated, read, and 
understood without having to take another formal course in 
the subject matter. My hope is that the accessibility of the 
writing and the illustrations can allow those who have been 
out of school for a while to use the material in this book to 
directly inform their practice. Aside from its direct use for 
informing patient care, the book can also be used for client 
and caregiver educational purposes; the illustrations and the 
explanatory analogies may be ideal for helping clients better 
understand the brain-based nature of their disorder.

Finally, my third personal goal was to write a textbook 
for faculty who are responsible for teaching neural bases of 
speech and language courses, but who do not themselves 
have specific expertise in this area. Larger programs in CSD 
usually have someone on their faculty with specific neuro-
science experience, but medium- to smaller-sized programs 

may not. I wanted this textbook to be a resource or guide 
for any faculty colleague of mine who is in the challenging 
position of having to develop a class in and/or teach a neu-
ral bases course, but does not feel comfortable or confident 
in doing so. If this happens to describe your circumstances, 
then this textbook can certainly be of help to you. For faculty 
in this position, think of the textbook as more of a user’s 
guide to help you develop lectures and course content. Feel 
free to use the analogies and examples scattered throughout 
the book as your own when teaching; customize them as 
you wish. The lecture slides that are available on the book’s  
PluralPlus companion website provide a framework that you 
should feel free to customize and change as your circum-
stances dictate.

In closing, let me say that I believe textbooks should be 
dynamic and living things that evolve and change as we learn 
more about our subject matter. The contents of this book 
are as current as possible, and every effort has been made to 
check and cross-check its accuracy against several sources. 
Despite these efforts, there will be errors in the book, and 
for these I apologize in advance; the fault for these errors is 
mine, and mine alone. To students, clinicians, and adopting 
faculty alike, if you find errors in the book, please feel free to 
e-mail me at richard.andreatta@uky.edu, and I will compile 
a list of corrections to make upon any future editions of the 
book that may get published.

For faculty who choose to adopt this book for their own 
classes, I especially welcome your thoughts and opinions on 
the content of the book and its organization; I really mean 
this! If there are sections that you feel need to be expanded or 
reduced, areas that should be organized differently, or areas 
where my interpretation of the material doesn’t conform to 
your own, please e-mail as well. I would welcome this kind 
of feedback and dialogue from those who are choosing to 
incorporate this textbook into their courses. I want this book 
to work for you in the best way possible, and the only way 
I can accomplish this is by getting your real-use perspectives.

Lastly, as a university professor I have always made it a 
point to maintain an open-door policy in my department 
and be available to students whenever they need me for help. 
Because I consider this textbook to be a direct extension of 
my teaching, I’d like to offer students or clinicians who are 
using the book an open invitation to contact me with ques-
tions that pertain to its content or for clarification on any 
explanation I may have used.

Some Suggestions for All 
Faculty Who Adopt nFCSD

To faculty who choose to adopt this book for their courses, 
the book was written to build a student’s understanding and 
comprehension of neuroscience gradually from the workings 
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of the neuron to the broad functioning of systems underlying 
behavior and cognition. Let me offer the following sugges-
tions for using and assigning readings from this book, to help 
you and your students get the most out of it. First, Chapter 1 
sets the stage and rationale for the textbook and provides 
important study ideas and strategies for student use. In other 
words, don’t skip over Chapter 1, as many of us are guilty of 
often doing. It will help orient students and contains impor-
tant insights as to the grand scope of the book’s content.

Chapters 2 through 5 should be read in the order pre-
sented because these chapters lay out the essential ground-
work for the remainder of the book’s content. Chapters 2 
through 5 should be bookmarked and referenced continu-
ously as students proceed through the later sections of the 
textbook. It is important to think of Chapters 2 through 5 
as a reference core within the book itself. I have intentionally 
placed throughout the chapters parenthetical reminders to 
go back to this reference core to review critical concepts and 
descriptions. This was a pedagogical decision that I believe 
will help students cross-link different topical areas of infor-
mation. Lastly, Chapter 5 should be assigned in small sections 
rather than as a whole. Use the major headings to subdivide 
the chapter’s content and your reading assignments.

For the sensory section of the textbook, the first part 
of Chapter 6, covering sensation and perception, definitely 
needs to be read first because this content cuts across all 
the sensory systems equally. After this is accomplished, the 
remaining part of Chapter 6 and all other sensory chapters 
can be read in the order that best suits your needs. I ordered 
these sensory chapters based on my own view of their impor-
tance to CSD, with somatosensory and auditory being the 
most critical systems to appreciate, followed by the visual 
and chemical senses.

The motor systems section of the textbook should ideally 
be read in the presented order, but it is perfectly fine to move 
Chapter 10 on muscle tissue to a different content location 
if needed. This chapter can also be used as a self-study mod-
ule if you don’t want to spend class time on this material. 
The motor control systems content in Chapter 11 should be 
assigned in four separate segments: (1) direct motor systems, 
(2) the basal ganglia, (3) the cerebellum, and (4) the viscero-
motor system. Lastly, Chapter 12 on motor control theory 
is another chapter that can be used as a self-study module if 
so desired.

Finally, Chapters 13 through 15 can be read in any order 
because each is self-contained. I can envision some faculty 
using Chapters 13 through 15 immediately after Section 1 of 
the book, or perhaps using Chapter 15 on the central audi-
tory pathway immediately after the content on the inner ear 
presented in Chapter 7. Although these three chapters were 
intended to be the culminating section of the book, use them 
as you think is best to meet your needs.

Now, while I consider all the chapters to be important 
(obviously because they are included in the book), let me 
offer some advice about what material can be safely trimmed. 
Chapter 3 is perhaps the content area that many will choose 
to trim because it deals with electrochemical signaling and 
includes some biochemistry. It is perfectly fine to do this as 
long as the student gets the “big picture” idea behind neural 
signaling and synaptic function. Using the analogies and the 
functional illustrations provided in the chapter will help your 
students achieve this broad level of appreciation. In Chap-
ter 5, material on the hypothalamus and thalamus can be 
trimmed without losing too much understanding needed for 
later discussions. Within Chapters 6 through 9, the more 
neurobiologically flavored sections that contain some bio-
chemistry content can be safely trimmed without loss of 
understanding, again, as long as the general summaries for 
the associated mechanisms are retained.

In the end, what you choose to use from the textbook 
will be your decision based on your needs and the realities 
of course time and scheduling. The book was designed to 
broadly meet the various needs of both students and faculty 
in different types of CSD programs. Depending on your 
department and how integrated your curriculum may be, 
the book can conceivably be purchased at the start of a stu-
dent’s program and then used throughout the curriculum as 
needed. Of course, the book is intended for use in neural 
bases classes, but parts of the book can potentially be adapted 
for use in several different courses. For example, the auditory 
system chapters can be held over for audiology courses, the 
neural bases of speech and language chapters can be used 
as review material for motor speech and normal language 
courses, the neuroanatomical content of Chapters 4 and 5 
can be incorporated into aphasia or neurocognitive classes, 
and so on and so forth. Regardless of how you choose to use 
this textbook, I hope that it meets your needs and that your 
students find it informative and useful in their training.
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posterior limb of the internal capsule and the corona radiata 
(Capra & Dessem, 1992; Dodd & Kelly, 1991). These axons 
enter the cortex and form a synapse with the cortical neu-
rons within layer IV of the ventral-most cortical tissue of 
the postcentral gyrus in the parietal lobe (Pais-Vieira et al., 
2015). This general area is considered the primary cortical 
somatosensory representation for the face and oral anatomy 
(Fang, Jain, & Kaas, 2002).

the Somatosensory Cortex

We have finally made our way to the cortical somatosen-
sory representation of the contralateral side of the body — the 
somatosensory cortex (S1) in the postcentral gyrus of the 
parietal lobe. S1 is considered the chief cortical input site for 
the modality of somatosensation and all associated submo-
dalities (Amaral, 2013). Let’s summarize where we are. Inputs 
to S1 originate from slowly and rapidly adapting mechanore-
ceptors, proprioceptors (muscle, joints, and tendons), noci-
ceptors, and thermal afferent inputs out in the periphery. The 
somatosensory cortex lies three synapses removed from the 

input location (receptive field) of a peripheral stimulus event. 
Somatosensory stimuli transduced by peripheral receptors are 
transmitted along the DCML, ALS, and trigeminal sensory 
systems to the ventrobasal (VPL and VPM) complex of the 
thalamus (see Figure 5–2). From the thalamus, third-order 
neurons transmit tactile, proprioceptive, nociceptive, and 
thermal somatosensation to different locations in S1.

structural and Functional Features 
of the somatosensory cortex
One of the most common ways to study the anatomical 
features of sensory cortical areas is to insert extremely fine 
microelectrodes into the cortex of a living animal and to 
record the electrical activity and responses of cortical neu-
rons to controlled stimulation of peripheral receptive fields. 
In simpler terms, this method helps us identify which neuron 
or group of neurons in the cortex “light up” when a periph-
eral stimulus is applied to a receptive field of a given sensory 
receptor. This method has been a tried and true means in 
neuroscience to determine how the sensory cortex is “wired” 
to our peripheral sensors, helping us determine what exactly 
is connected to what. Through the use of this microelectrode 
mapping method, a number of key functional characteristics 
of S1 have been described.

By mapping the somatosensory cortex using neurophysi-
ological methods, we have discovered that S1 possesses a 
highly ordered and detailed representation of the body’s con-
tralateral sensory receptive fields (Kaas & Garraghty, 1991). 
In other words, the neurons of S1 have an orderly arrange-
ment that reflects the location of the body’s receptive fields 
on (a) the skin (if we are referring to tactile, nociceptive, or 
thermal sense), and (b) in the musculoskeletal system (if we 
are referring to proprioception and deep forms of nocicep-
tion from muscle tissue or joints). This orderly arrangement 
makes intuitive sense and, in fact, is critical for unambigu-
ously identifying the peripheral location of any somatosen-
sory stimulus event. Location of a somatosensory stimulus is 
unambiguously detected because there is a dedicated pathway 
from the sensory receptor in the periphery to the brain (our 
“labeled” line). This idea is the basic premise behind why 
we use microelectrode mapping methods and why they are 
effective to appreciate the correspondence between a stimulus 
event and central neural activity.

In effect, location can be thought of as somewhat “hard-
wired” into the basic anatomical structure of the somatosen-
sory system. We can test this notion by producing a sham 
perceptual condition in an individual by electrically stimulat-
ing his or her cortical S1 neurons. When S1 neurons are elec-
trically stimulated, the participant will report perception of 
some form of sensation at the location mapped to the stimu-
lated cortical S1 neuron. For example, electrically stimulating 
S1 neurons that obtain inputs from the skin of the lower lip 
will generate the false perception that something is actually 
touching your lower lip. This form of electrical assessment is 
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Figure 6–29. Schematic representation of the principal tri-
geminal nucleus. The principal trigeminal nucleus is somato-
topically organized by structure within different regions of the 
nucleus. Facial structures from the ophthalmic branch (V1) 
are ventral, whereas structures from the maxillary (V2) and 
mandibular (V3) branches are more dorsal. Orofacial structures 
mediated by V2 and V3 are found in the medial aspect of the 
nucleus. The number of principal nuclei neurons that respond 
to orofacial stimulation far outnumber other neurons receiving 
inputs from less densely populated regions of the facial skin. 
[Legend: D (dorsal), V (ventral), M (medial), L (lateral)]
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routinely performed during brain surgery to map the func-
tionality of the cortical tissue before surgery begins so that 
critical cortical areas can be avoided as much as possible.

If we were to map every neuron in S1 through our micro-
electrode method, we would create a cortical representation 
of neurons that resembles the order of our own bodies, except 
inverted (Roux, Djidjeli, & Durand, 2018). Imagine taking a 
picture of yourself and draping it over the cortex of the post-
central gyrus in an upside-down manner, with the feet posi-
tioned over the edge of the longitudinal cerebral fissure in the 
midline and the head positioned over the ventral-most tissue 
that touches the lateral sulcus. Such a representation is shown 
in Figure 6–30 and is called the sensory homunculus. The 
homunculus is a general-purpose visual analogy that helps us 
appreciate how the neurons in any cortical area are arranged 
and apportioned. You can create homunculi for any neural 
structure that uses spatial location and topography of the 
body as an organizing scheme. While homunculi are easily 
accessible ways for novice students and the lay population to 
understand the nature of the cerebral cortex, neuroscientists 
prefer to use more realistic and finely detailed maps of corti-
cal areas derived from experimental data. This more precise 
form of cortical mapping is illustrated in Figure 6–31 and 
represents the outcome of microelectrode recordings from 
literally thousands upon thousands of neurons (talk about a 
long experiment!). The lines drawn to demarcate once zone 
from another on these maps simply reflect the response of a 
group of cortical neurons when that specific peripheral body 

location is stimulated (Nelson, Sur, Felleman, & Kaas, 1980). 
In other words, tactilely stimulating the skin of the face will 
not normally activate cortical neurons mapped to the skin of 
the hand. Although these types of maps are not as visually 
appealing or intuitive as homunculi, they do carry and pos-
sess similar forms of information about a cortical area and  
its functionality.

The second critical feature of the somatosensory cortex 
that we can discern from our sensory homunculus is that 
there are differences in the size of neural populations serving 
different regions of the body. This feature can also be seen in 
our more precise cortical maps by examining and compar-
ing the sizes of demarcated cortical zones for different body 
parts (see Figure 6–31). Inspecting our homunculus more 
closely, you’ll notice that the size of a cortical area allocated 
to a body part corresponds to that region’s sensory sensitivity 
and the type of behavior the area is involved with (Nelson 
et al., 1980). For example, the lower face and hands, as seen 
in Figures 6–30 and Figure 6–31, are disproportionately 
larger compared to all other areas of the body, indicating that 
these anatomical regions have the greatest number of neurons 
processing their sensory inputs. In a manner of speaking, cor-
tical representation size can be used as an indicator of (a) the 
importance of sensory input from that region, (b) the fre-
quency with which that body area is used, and (c) the degree 
of behavioral skill that body part participates in.

In humans, the hands and the lower face are sites of great 
skill, tactile sensitivity, and frequent use (see Figure 6–30). For 
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Figure 6–30. Sensory homunculus. The somatosensory homunculus is 
a visual analogy of how neurons in the primary somatosensory cortex are 
apportioned to different regions of the body. Enlarged regions of the homun-
culus correspond to body areas that require high degrees of sensory input to 
support skilled behaviors.
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example, in humans, approximately 30% to 40% of the entire 
S1 cortical representation is mapped to structures related to 
vocalization and speech (Carey, Krishnan, Callaghan, Sereno, 

& Dick, 2017; Miyamoto et al., 2006). This is a truly stag-
gering amount of cortical tissue, but completely understand-
able given that speech production is the most highly skilled 

Figure 6–31. Realistic somatotopic organization of the mammalian somatosensory cortex in the 
postcentral gyrus. Demarcated areas (white lines) represent populations of neurons that become 
active when the corresponding region of the skin is stimulated by some form of tactile input. Note 
the detailed ordering and organization of the cortex to tactile inputs. Area 3b and Area 1 are two 
subregions of the expanse of tissue commonly referred to as the somatosensory cortex. Each 
subregion has its own complete somatotopic map of the body surface. (D = digit of the hand)
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behavior performed by any animal on earth. Speech has no 
rival when it comes to its complexity, speed, adaptability, fre-
quency of use, and need for sensory feedback to maintain its 
functional performance state (Guenther, 2016).

One final cortical feature that isn’t obvious from cortical 
maps, but becomes clear when we start matching the acti-
vation of a cortical neuron to a specific form or quality of 
sensory stimulation in the periphery, is the cortical feature 
known as columnar organization. We introduced the concept 
of cortical columns, their origin, and functionality back in 
Chapter 5. To refresh your memory, recall that cortical col-
umns are vertical collections of neurons that span all layers of 

the cortex (see Figure 5–13) (Mountcastle, 1997; Sur, Wall, 
& Kaas, 1984). Neurons within a column receive inputs from 
a common location of the body and respond to the same 
type of sensory receptor input. For example, a hypothetical 
cortical column could obtain information from the skin of 
the upper lip and from sensory receptors that transduce low 
frequency vibrations from that region.

In the somatosensory cortex, a columnar organization 
is clearly present. Within the somatosensory representation 
of a body part, cortical columns are arranged based on the 
adaptation property of the primary afferent. For example, as 
illustrated in Figure 6–32, digits of the hand are represented 
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Figure 6–32. Columnar organization of the somatosensory cortex. Somato-
sensory cortical columns are arranged based on the original adaptation prop-
erties of the primary afferent. Shown in this block of cortical tissue are the 
representational zones for digits 2 (D2), 3 (D3), and 4 (D4) of the hand. 
For a given digit, alternating columns of cortical cells are present that receive 
either slowly (red shading) or rapidly (green shading) adapting inputs from 
the periphery. The origin of these inputs is from sensory receptors and pri-
mary afferents in the skin (see the Merkel and Meissner endings in the finger 
illustrated below the thalamus). The columnar organization of S1 reflects the 
segregation of slowly versus rapidly adapting responses in the VPL and VPM 
nuclei of the thalamus. Thalamic inputs to S1 are through layer IV of the cortex.
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in S1 by adjacent areas of tissue in an orderly manner, such 
that digits that lie next to each other in the hand also lie next 
to each other in their cortical mapping. For a given digit, alter-
nating cortical columns are present that receive either slowly 
(red shading) or rapidly (green shading) adapting inputs. The 
columnar organization of S1 is a reflection of the segregation 
of slowly versus rapidly adapting responses found downstream 
in the VPL and VPM nuclei of the thalamus. In turn, the seg-
regation of SA and RA inputs to the thalamus can be traced 
further downstream until returning to the original primary 
afferent in the skin of the finger (Sur et al., 1984).

s1 Possesses Four complete 
cortical Body representations
As shown in Figure 6–33, S1 consists anatomically of four 
Brodmann’s areas (BAs): 3a, 3b, 1, and 2. Each subarea 
within the somatosensory cortex (a) receives unique forms 
of somatosensory information from different subdivisions of 
the ventrobasal complex (VPL and VPM) of the thalamus, 
(b) possesses different degrees of reciprocal connections with 
other cortical and subcortical targets involved in sensorimotor 
control (reciprocal means back-and-forth axon connections 
that allow for sharing of information between two areas), and 
(c) possesses a complete somatotopic and separate representa-
tion of the peripheral receptive field of the body (Kaas, Nel-
son, Sur, Lin, & Merzenich, 1979). These differences suggest 
a distinctive functional property for each of the four S1 areas.

As illustrated schematically in Figure 6–34, BA 3a, 3b, 1, 
and 2 receive input from different regions of the ventral thala-
mus. BA 3a and 2 receive primarily proprioceptive inputs 
from the body via the VPL and VPM thalamus. BA 3b and 
1 obtain inputs from slowly and rapidly adapting cutaneous 
mechanoreceptors via the VPL and VPM nuclei. As shown 
by the horizontal arrows in the middle panel of Figure 6–34, 
areas 1 and 2 also receive inputs, besides those from the thala-
mus, from areas 3a and 3b via short association fiber connec-
tions. This input arrangement suggests that areas 1 and 2 are 
higher-order processing zones of the somatosensory cortex 
that operate to combine raw information directly from the 
thalamus with similar, but slightly processed, information 
from areas 3a and 3b. The integration of these two different, 
yet related input streams may be the first steps in abstracting 
more complex tactile features from our raw somatosensory 
inputs. The more complex processing likely performed in 
areas 1 and 2 also suggests that these regions may hold more 
complex integrative operations for perception, motor control, 
and learning (Reed, Klatzky, & Halgren, 2005). For example, 
it has been observed that area 3b projections into area 1 are 
related to the perception of textures of objects, whereas 3b 
inputs to area 2 are related to the perception of size and shape 
of handled objects (Hsiao, 2008). Because of these process-
ing differences, damage to S1 results in specific, yet unique 
perceptual deficits of sensory detection and discrimination 
corresponding to the loss.

speech-related Features of s1
With specific regard to speech, the representation of the con-
tralateral side of the face and vocal tract occupies the ven-
tral-most region of the postcentral gyrus (see Figures 6–30 
and 6–31). This region of the cortex constitutes the primary 
receiving area for somatosensory information originating 
from slowly and rapidly adapting mechanoreceptors located 
within the skin of the face in both primates and humans. 
Thalamocortical neurons in the VPM have been found to 
project into area 3b with the orofacial representations located 
dorsal to that of the tongue and teeth (Iyengar, Qi, Jain, & 
Kaas, 2007; Kaas, Qi, & Iyengar, 2006). In humans, brain 
imaging studies have confirmed the existence of distinct 
somatosensory representations of vocal tract elements in the 
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Figure 6–33. S1 consists anatomically of four Brodmann’s 
areas (BA): 3a, 3b, 1, and 2. Each subarea (a) receives unique 
forms of somatosensory information from different subdivisions 
of the ventrobasal complex of the thalamus, (b) possesses dif-
ferent degrees of connectivity with other brain regions, and 
(c) possesses a complete somatotopic representation of the 
peripheral receptive fields. BA 3a and BA 2 receive primarily 
proprioceptive inputs from the body via the VPL and VPM thala-
mus. BA 3b and BA 1 obtain inputs from slowly and rapidly 
adapting cutaneous mechanoreceptors via the same thalamic 
nuclei. Adjacent to the somatosensory cortex is BA 4 (primary 
motor cortex), and BA 5 and 7 (superior parietal lobule).
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ventral aspect of S1 on the postcentral gyrus (Carey et al., 
2017; Miyamoto et al., 2006).

Neurons within the facial representation of S1 are known 
to alter their firing rate during a variety of oromotor behav-
iors (McClean et al., 1990). The changing activity of S1 neu-
rons has been correlated with features of orofacial movement, 
including position, force, direction, and velocity. The impor-
tance of these sensory and motor correlations is highlighted 
by studies that have applied cold temperatures to cool down 
S1 neurons to levels where they are no longer active. This pro-
cedure, known as reversible cold block, effectively stops the 
influence of sensation on movement control. For example, 
reversible cold block application to S1 neurons conveying 
tactile information from the tongue profoundly degrades the 
fine motor control of tongue movements in primates. This 
outcome suggests that somatosensation contributes signifi-
cantly to the normal operation of lingual motor control sys-
tems (Lin, Murray, & Sessle, 1993).

outputs From the somatosensory 
cortical areas
Output from S1 is directed to one of several different nearby 
cortical areas that represent a mixture of unimodal and mul-
timodal association cortices (see Figure 6–34). Projections 
from S1 are directed serially to a unimodal area known as 

the secondary somatosensory cortex (S2) (Pons, Garraghty, 
Friedman, & Mishkin, 1987; Pons, Garraghty, & Mishkin, 
1992) and to multimodal regions in the posterior parietal 
cortex corresponding anatomically to the superior parietal 
lobule (BA 5 and BA 7) and the inferior parietal lobule (BA 
40 and 39) in humans (Romo & Salinas, 2001). If you recall 
from our discussion in Chapter 5 on the dorsal and ven-
tral processing routes for sensory areas in the cerebral cor-
tex, somatosensory systems possess a ventral route directed 
toward the parietal association area that is related to spatial 
location and considered important for object recognition 
(Reed et al., 2005).

The secondary somatosensory cortex (BA 43) is located 
ventral to S1 and can be found on the upper lip and bank of 
the lateral sulcus, almost directly above the primary auditory 
cortex (see Figure 5–8 for location). S2 is believed to activate 
strongly during touch and manual manipulation of objects 
for the purpose of recognition (Romo & Salinas, 2001). S2 
activity has been observed related to perceptions of object 
features such as texture and shape. The firing of S2 neurons 
does not appear to provide very specific information about 
these object properties, but rather more generalized informa-
tion related to the motivation of the animal and the context 
of the tactile exploration. This form of activity by S2 neurons 
is interesting especially if you take into account that S2 is 
reciprocally connected (information flow in both directions 
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Figure 6–34. Information flow from the thalamus through S1 and beyond. 
The weight and direction of the arrows linking different parts of the figure 
represent the relative strength of contribution for an input to a target location. 
VPL and VPM project heavily to Areas 3a and 3b, respectively. Lesser projec-
tions from the thalamus target Areas 1 and 2. Horizontal projections between 
areas within S1 illustrate hierarchical processing of inputs. Projections from S1 
to S2 form the entry to the ventral somatosensory processing pathway that 
runs through temporal association areas. Projections from S1 to the posterior 
parietal cortex (PPCx) form the entry to the dorsal somatosensory processing 
pathway that ultimately outputs to prefrontal and motor cortical areas.
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between the connected sites) to the prefrontal cortex and the 
premotor areas (Rojas-Hortelano, Concha, & de Lafuente, 
2014). It has been hypothesized that S2 sends object-related 
information to the frontal lobe. In turn, the frontal lobe feeds 
back to S2 and changes the responsiveness of these sensory 
neurons. The changes made by cognitive areas of the frontal 
lobe to S2 neurons are believed to allow us to make bet-
ter informed decisions and judgments about the objects we 
are currently manipulating or will handle in the near future 
(Romo & Salinas, 2001).

S2 may also have a role in remembering object features. 
Anatomical studies have shown that S2 is not only con-
nected to the frontal lobe, but also to the medial tempo-
ral lobe (via the insula) and specifically to the hippocampus 
(Romo, Hernandez, Zainos, Brody, & Salinas, 2002). As we 
have described, if S2 is integrating cognitive factors related 
to object recognition, it may also be the case that S2 is act-
ing in the decision-making process of what tactile features 
to remember for future use (Newman, Klatzky, Lederman, 
& Just, 2005; Romo & Salinas, 1999). Here’s an example to 
help you appreciate S2’s two basic functions more easily. Let’s 
say you’re at the grocery store shopping for fruit to make a 
fruit salad for a party. You haven’t quite decided yet which 
fruits to include, so you walk around the produce section 
picking up and inspecting different fruits you might buy. 
While inspecting the fruits, you are keying in and selecting a 
few important object features about each (texture, firmness, 
shape) based on your preferences and ideals for fruit. When 
you are ready to decide which fruits to buy, the remembered 
features you pinpointed during your inspection are used to 
make a series of judgments on which specific fruits to buy for 
making your fruit salad. S2 came in pretty handy (excuse the 
pun) in this particular situation. S2 is likely one of the origi-
nation points for the somatosensory ventral stream into the 
temporal association cortices (see Figures 5–16 and 6–34) 
(Reed et al., 2005). Its role in object recognition and memory 
are consistent with the general goals of ventral processing 
pathways in the cortex (Rojas-Hortelano et al., 2014).

Posterior Parietal lobe receives 
inputs From Primary and secondary 
somatosensory areas
The posterior parietal cortex is an expansive area of the 
parietal lobe directly behind the postcentral gyrus. Within 
this region are four key BAs of interest to our discussion on 
somatosensory processing: BA 5 and 7, found within the 
superior parietal lobule; and BA 40 and 39, of the inferior 
parietal lobule (see Brodmann’s area cortical mapping in Fig-
ure 5–12). Neurons within BA 5 receive cutaneous inputs 
that convey information regarding body posture, and pro-
prioceptive inputs that provide information on motion of the 
limbs (Pearson & Powell, 1985). Area 5 cells integrate this 
information and activate during intentional and goal-directed 

reaching motions, such as grabbing your soda off the table. 
Area 7 neurons receive a wide variety of somatosensory inputs 
and integrate these with visual signals that correspond to the 
timing and location of the somatosensory inputs. Area 7  
becomes highly activated when an individual is looking at 
his or her own hand while simultaneously manipulating an 
object. In other words, these neurons are important in the 
development of hand-eye coordination. The neurons of both 
areas 5 and 7 project their output to prefrontal cortex, pre-
motor, and primary motor areas of the frontal lobe to influ-
ence the decision and development of goal-directed actions 
(see Figures 5–16 and 11–2 for information flow example).

Area 5 of the superior parietal lobule and the supramar-
ginal gyrus of the inferior parietal lobule (BA 40) are regions 
known to simultaneously receive both motor control instruc-
tions directly from the frontal lobe and somatosensation from 
the postcentral gyrus. The motor control instructions from 
the frontal lobe are carrying a “copy” of the commands sent 
to lower motoneurons in the brainstem or spinal cord for an 
intended action. This copy of motor information is referred 
to as corollary discharge or, more colloquially, efference 
copy (Crapse & Sommer, 2008; Freedman & Ibos, 2018; 
Sommer & Wurtz, 2008). Corollary discharge operates to 
“tip off ” or inform parietal regions as to what is about to hap-
pen (intent) based on remembered sensorimotor action plans 
developed through motor learning. Alternatively, the somato-
sensory inputs from S1 into areas 5 and 40 represent sources 
of sensory feedback that provide these same neurons with the 
information needed to verify that the goals (intent) of the 
action were met during its actual performance. The simulta-
neous presence of both the corollary discharge and sensory 
feedback signals allows neurons in areas 5 and 40 to com-
pare the intent of an action with the sensory consequences 
(feedback) of the action’s performance. Depending on the 
outcome of that comparison, if the intent and the sensory 
feedback from the performance match, the skill is strength-
ened. On the other hand, if a mismatch is noted between the 
intent and sensory feedback, a corrective response is triggered 
to restore the proper relationship between the two inputs and 
to help improve future instances of the action.

The one part of this story that is not entirely obvious to 
students is how exactly neurons in areas 5 and 40 perform the 
comparison between the corollary discharge and the somato-
sensory feedback signals. In other words, how is the neuron 
judging these two different forms of information? How is it 
comparing a motor signal with a sensory signal to arrive at 
a conclusion as to the accuracy of a match? To more fully 
understand how this comparison process works within areas 
5 and 40, you have to appreciate that when we learn a new 
skill or behavior, we are learning not only how to perform the 
action motorically, but also what the action should feel like 
when it is performed. Motor control always produces some 
form of sensation that is correlated or synchronized in time 
with the performed movements. These sensations are subse-
quently used to help refine and improve future performances. 
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Learned action plans are believed to be represented in the 
frontal cortex as a combined “sensorimotor” plan. Thus, when 
the posterior parietal cortex receives the corollary discharge 
of an upcoming action from motor cortical areas, what these 
neurons are really getting is both the intended motor instruc-
tion and the intended sensations that have been learned and 
associated with that intended action (Romo et al., 2002). As 
such, the comparison being conducted by neurons in areas 
5 and 40 is between the portion of the corollary discharge 
signal that reflects the learned “feeling” of the action and 
the real-time “feeling” produced by the performance attempt. 
Although areas 5 and 40 are performing similar comparative 
tasks, the action associated with each area is different. Area 5 
uses this comparative process on behaviors related to hand and  
arm motion, such as reaching and grabbing, while area 40 
performs these same actions during speech production.

Once again, the important question to answer is why 
these processes are important for you to understand. Let’s use 
an example to start addressing this question. Pretend that you 
are standing on a beach, and on the sand in front of you is a 
large inflatable beach ball. How do you go about picking up 
the beach ball from the ground? Because you have experience 
gained throughout your lifetime of picking up large objects, 

you automatically bend over, widely stretch out both of your 
arms and hands to the size of the ball, and lift it up. What if 
you had to pick up a small marble instead? How would your 
response need to change? You would still automatically bend 
over, but this time you would use one arm, a hand, and two 
or three fingertips to pick up the marble from the ground. 
For both conditions, your posterior parietal areas (specifically 
area 5 in these cases) use the comparison process described 
earlier to predict what the objects would feel like when you 
picked them up. The posterior parietal cortex used this pre-
diction to help form the correct posture and reaching strategy 
to succeed in both conditions.

Now, imagine that you no longer had the ability to 
use these comparative processes to predict the appropriate 
response to a situation. Using our ball analogy, you would be 
left in a condition where every time you encountered a ball 
lying on the ground, you would have to go through the entire 
process of trial and error to figure out de novo how to produce 
the right reaching and grabbing action to pick up a ball of a 
given size. This would be enormously frustrating and slow! 
Everyday reaching actions that we take for granted would 
become arduous attempts at trying to figure out the exact 
way to accomplish a reaching goal. Put this example into the 

Cognitive reserve can be defined as resiliency to the devel-
opment and/or effects of neuropathology in the brain 
(Antoniou, Gunasekera, & Wong, 2013). The theory of 
cognitive reserve originally arose to explain discrepan-
cies noticed between levels of brain pathology and the 
high levels of clinical and cognitive functioning in some 
patients. One compelling example was of 10 cognitively 
healthy seniors who were discovered to have neurofibrillary 
plaques associated with Alzheimer’s disease upon autopsy. 
The brains of these women were found to have greater mass 
and more gray matter than both their peers with dementia 
and their peers without any neuropathology. Their larger 
brains and extra neurons were hypothesized to have pro-
vided these individuals with a neural “reserve” that likely 
helped them cope with the Alzheimer’s-induced plaques to 
the point that observable disease factors were virtually unde-
tectable (Gold, 2015; Soldan, Pettigrew, & Albert, 2018).

Cognitive reserve postulates that certain variables and 
experiences may improve the ability of the brain to cope with 
damage, mitigating the negative effects of damage on cog-
nitive functioning. Such variables may include educational 
level, occupational status, and the involvement in physical, 
intellectual, and social activities (Gold, 2015; Guzmán-Vélez 
& Tranel, 2015). Individuals who participate in intellectually 
demanding tasks over the course of their lives likely experi-

ence significant neuroplastic changes that underlie the miti-
gating effects of neuropathology. Such changes presumably 
operate to lessen the impact of damage by enabling the brain 
to make more efficient use of the reserve processing power 
of impaired cerebral resources, thus minimizing the impact 
of deficits on functional cognitive abilities (Schweizer, Ware, 
Fischer, Craik, & Bialystok, 2011).
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context of speech gestures, and you can begin to appreci-
ate the critical importance that predictive abilities have for 
behaviors like speech, which are fast and complex. Without 
the ability to rely on your past experiences to help you predict 
future speech-related actions, speech production would grind 
to a halt. I think the point is clearly made that without the 
comparison processes described here, your ability to produce 
rapid and accurate actions would be severely limited.

neuroplasticity: Changes to the 
Structure and Function of the Brain

The discovery that the mammalian brain is capable of lifelong 
adaptation based on the experiences an animal encounters 
and engages in within their environment has revolutionized 
the way animal behavior (which includes humans too) is con-
ceptualized. A wide variety of factors that include features 
of normal behavior, enrichment, maladaptive experiences, 
injury, and disease have been shown to cause significant 
changes in the structure and functioning of the cerebral cor-
tex in animals — a process often referred to as experience-
dependent cortical reorganization. Supported by ample 
evidence from the cellular through the systems level, it is 
now well recognized that cortical reorganization falls under 
the broader umbrella of neuroplasticity, the general abil-
ity of the nervous system to continuously change and adapt 
(structurally and functionally) in a context-dependent man-
ner to changing environmental conditions. Neuroplasticity 
is a fundamental neurobiological process that allows us to 
adapt sensorimotor performance and behavior throughout 
our lifetime (Hallet, 2005; Kleim & Jones, 2008; Nudo & 
Milliken, 1996). Our current appreciation of neuroplasticity 
is as a process that is not triggered by some specific situation, 
but can be thought of instead as the default operating state 
of the brain. Generally speaking, neuroplasticity, in its many 
forms, is the biological process underlying the way animals 
learn and continuously adapt to changing environmental 
conditions or novel situations.

The term neuroplasticity comes from the idea that objects 
that are “plastic” are moldable and flexible in their form and 
shape. Given this grand idea, how do we study changes in the 
cortical representations that underlie the sensory and motor 
behaviors performed by our bodies? When we discuss the 
idea of cortical representations, we literally mean the way 
in which neurons in the cortex are “wired” and function-
ally connected to our sensory endings in the periphery or to 
our muscles. The method typically employed to study the 
normal form and changes to cortical representations consists 
of creating a baseline understanding of how a given cortical 
area is “wired” to those sensory endings or muscles. What do 
we mean by the notion of creating a baseline understanding? 
It means something a little different depending on whether 
you are discussing sensory or motor systems. (For the pur-

poses of this chapter, we’ll focus only on the method used 
for studying sensory-related neuroplasticity. Methods used to 
study neuroplastic changes in motor systems are covered in 
Chapter 11.) For sensory systems, it means that researchers 
need to use microelectrodes to painstakingly record the elec-
trical activity of thousands of individual neurons in the cortex 
while simultaneously using different forms of sensory inputs 
to excite peripheral sensory endings. The basic idea is to relate 
sensory stimulation occurring in the periphery with evoked 
neuron activity in the cortex. This method characterizes 
how and what inputs a cortical neuron is receiving and thus 
processing at any instant in time. As you can imagine, this 
method is akin to finding a needle in a haystack comprised 
of neurons; but because we know that S1 is somatotopically 
organized, the search area that a given neuron is mapped to 
in the periphery is usually fairly manageable. For example, if 
I’m interested in determining the firing properties of cortical 
neurons mapped to the lower lip for different forms of sensa-
tion, I need only to stimulate the skin of the lower lip and 
not the skin of the entire face.

After creating a baseline mapping for thousands of neu-
rons, the next step in the process is to experimentally alter 
those inputs going to the region of the cortex being examined. 
Experimental modifications of sensory inputs can include 
factors ranging from intentional injury or the restricted use 
of a body part, to enhanced and enriched sensory experiences. 
The last step of the process entails reassessing the entire corti-
cal area under investigation for any changes that might have 
occurred during the experimental condition using the same 
testing methods employed originally during the baseline 
part of the study. Factors that are often examined include: 
(a) changes in a given cortical neuron’s response to a stimulus 
input, (b) changes in the number of neurons that are acti-
vated by a given sensory input, and (c) changes in the size of 
a neuron’s receptive field. In essence, cortical neuroplasticity 
studies are a lengthy exercise in comparing the function and 
structure of a given cortical area before and after some type of 
experimental experience or condition has been applied. With 
a general appreciation of the method used to study sensory 
neuroplasticity, let’s review a handful of classic experiments 
that helped define and inform our current understanding of 
the brain’s remarkable ability to change itself. Specifically, we 
will review three studies that helped us understand the role 
of neuroplasticity after injury, as a consequence of enhanced 
experience, and as a function of normal use.

somatosensory cortex receives diffuse 
Projections From the thalamus
Studies during the 1980s investigating the mechanisms and 
features of cortical neuroplasticity in adult primates revealed 
that sensory brain representations are capable of remarkable 
reorganization (structural and functional change) in response 
to different patterns of behavioral experiences transduced 
through our somatosensory system (Jenkins, Merzenich, 
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Ochs, Allard, & Guic-Robles, 1990; Merzenich et al., 1983; 
Schwaber, Garraghty & Kaas, 1993). These studies were per-
formed mostly using the adult primate hand and its asso-
ciated somatosensory representation in S1. As illustrated in 
Figure 6–35 A & B, under normal conditions, each finger or 
digit of the primate hand (A) is mapped to a discrete popula-
tion of neurons within the S1 cortex (B). Zooming into the 
normal cortical representation of the digits in S1 (see Figure 
6–35C), each colored zone represents a population of neu-
rons that is responsive to tactile stimulation of the glabrous 
(nonhairy) skin of each finger as determined using the map-
ping method outlined earlier.

One of the earliest experiments revealing the possible 
magnitude of S1 cortical plasticity in the adult primate dem-
onstrated the consequences of removing all afferent input 
from a given body part (Figure 6–36). As shown schemati-
cally in Figure 6–36, surgical removal of the entire third 
digit from a primate hand (D3) alters the normal cortical 
mapping of the fingers in a significant manner. Following 
the surgical amputation of D3 (see Figure 6–36B), it was 
found that the representations of adjacent fingers (D2 and 
D4) expanded into those regions of the cortex that were for-
merly occupied and mapped to the removed digit (Merzenich 
et al., 1984) (see Figure 6–36C). In other words, neurons 
that once responded only to tactile inputs from D3 were now 
responding to inputs coming from D2 and D4. This was a 
remarkable finding that would take investigators several years 
to unravel. The search for the underlying cause of this cortical 
expansion would lead to a fundamental discovery of how the 
thalamus communicates and innervates S1.

The rapid representation changes following surgical 
amputation of the digit were eventually found to have been 
caused by how the thalamus feeds information to the overly-
ing sensory cortex and how neurons in the cortex manage 
those thalamic inputs (Garraghty & Kaas, 1991). Recall that 
the thalamus receives inputs from specific areas of the skin 
(see bottom part of Figure 6–32). It was once thought that 
the thalamus simply relayed these specific peripheral inputs 
to distinct areas of the S1 cortex, thus helping to account for 
the neat and highly organized appearance of S1 cortical maps 
obtained from older neuron recording studies (see top part 
of Figure 6–32). With the results of the amputation experi-
ment, though, investigators realized that this explanation was 
simply not possible. If the thalamus did project to S1 in a 
neat and orderly manner, how in the world did the neurons 
that were once responsive to D3 suddenly become responsive 
to D2 and D4? The answer is that the thalamus does not 
project to the S1 cortex in a specific manner, but instead 
projects in a more diffuse pattern to several adjacent corti-
cal representation zones at once (Garraghty & Kaas, 1991). 
Let’s use Figure 6–37 to illustrate what we mean by a diffuse 
projection pattern of thalamic inputs to the cortex.

Illustrated in Figure 6–37A are the cortical representa-
tions for D2 (red), D3 (blue), and D4 (black) with their 
respective thalamic inputs from the VPL nucleus color coded 
to each cortical zone. Notice that while most of the inputs 
from a given thalamic neuron innervate the correspond-
ing location in S1 (red thalamic neuron innervates the red 
shaded D2 zone, blue thalamic neuron innervates the blue 
shaded D3 zone, and black thalamic neuron innervates the 

Normal mapping of glabrous skin for digits 1 through 5
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D4
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Figure 6–35. Normal somatosensory cortical representation of the primate hand. a. The glabrous (nonhairy) skin of the primate 
hand with each finger (digit) labeled from left to right, D1 through D5. B. Lateral view of a primate brain with the somatotopic 
organization of the digits illustrated on its surface and color coded to the digit labels from A. c. Expanded view of the digit S1 
cortical mapping. Digit zones are color coded and labeled as in A.
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black shaded zone for D4), some axon branches from each 
thalamic neuron cross over and innervate adjacent cortical 
areas in the following pattern: (a) axon branches of D2 over-
lap into the cortical zone for D3; (b) axon branches of D3 
overlap into D4; and (c) branches of D4 overlap into D3. In 
other words, a thalamic neuron will have a dominant input 
or set of projections to its corresponding cortex (e.g., blue 
VPL neuron projecting mostly to the blue D3 zone) and sev-
eral minor projections to cortical neurons in adjacent areas 
of cortex (e.g., the blue fibers that overlap into the red and 
black zones). Because the VPL and VPM thalamic nuclei are 
known to excite cortical neurons using glutamate, in order 
to maintain the normal pattern and form of the somatotopic 
organization in S1, the overlapping projections from a given 

thalamic neuron must be actively inhibited by those neurons 
within an overlapped cortical zone.

With this idea in mind, when D3 was amputated in the 
experiment described earlier, the thalamic input for D3 (blue 
neuron) was essentially silenced because the body area that 
fed sensory input into that thalamic neuron no longer existed. 
What this effectively caused in the D3 cortex were two events 
simultaneously: (a) the release of neurons in the D3 zone 
from their usual excitatory inputs (see Figure 6–37B), and 
(b) the release from inhibition of overlapping projections 
from D2 and D4. Together, these events allowed for the pre-
existent overlapping branches from D2 and D4 to now start 
exciting those deprived neurons in the former D3 zone (see 
Figure 6–37C). Thus, the apparent expansion of D2 and D4 
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Figure 6–36. Somatosensory cortical representation of the primate hand before and after D3 ampu-
tation. a. Lateral view of a primate brain with the somatotopic organization of the digits illustrated on 
its surface and color coded as in Figure 6–35. B. The glabrous (nonhairy) skin of the primate hand 
with D3 surgically removed. c. Expanded view of the digit S1 cortical mapping before and after D3 
removal. Digit zones are color coded and labeled as in A. Note the expansion of D2 and D4 into the 
cortical zone that was once occupied by D3.
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into the neural zone that previously represented D3 was the 
result of (a) an existing or latent pattern of innervation from 
the thalamus, and (b) a change in the balance of excitatory 
and inhibitory activity among all these neurons. Discovering 
this more complex relationship between the thalamus and S1 
has been instrumental in helping explain many past and cur-
rent experimental findings in the neuroplasticity literature. It 
has also provided us with a possible mechanism for cortical 
reorganization as a function of learning and behavioral expe-
rience. The next experiment to be described demonstrates 
this particular idea.

s1 Plasticity as a Function of 
enriched experiences
Normally developing animals do not undergo radical changes 
to their anatomy except under extreme cases of injury. 
Instead, most animals are engaged in a process of continual 
exploration and tactile discrimination of objects in their envi-
ronment. We pick up various things, hold them in our hands, 
and actively move our skin surfaces over them to explore and 
learn about their physical characteristics. These experiences 
are vital in helping us develop and maintain our perceptual 
skills (Allard, Clark, Jenkins, & Merzenich, 1991; Garraghty 
& Muja, 1995). A clue to discovering how perceptual skills 
emerge can be found in reports of neural plasticity that have 
demonstrated cortical reorganization solely as a consequence 
of enhanced sensory experience and training (Jenkins et al., 
1990; Recanzone, Schreiner, & Merzenich, 1993).

In one of the early studies investigating how enhanced 
experience could alter sensory cortical representations, pri-
mates were trained to obtain a food reward by actively con-
tacting a textured and rotating stimulus disk that tactilely 
stimulated the distal ends of a number of their fingers (Jen-
kins et al., 1990). To help you visualize this study, imagine 
an experimental setup akin to a primate sitting in a chair in 
front of an old-style vinyl-record player that is spinning a 
disc of fine grain sandpaper. While the disc was spinning, 
this animal would have to reach out and lightly place his 
or her fingertips on the spinning disc. The key part of this 
experiment was not just the tactile stimulation of the finger-
tips, but rather that the primate had to pay very close atten-
tion to which of fingertips were on the rotating disc and the 
force of the contact. The primate received a food reward only 
if the animal contacted the rotating disc very lightly with 
the fingertips of D2 and D3 for a set period of time. These 
requirements made the task much more challenging for the 
animal, necessitating high levels of attention to the behavioral 
conditions needed to receive the food reward.

Following several weeks of training, a dramatic enlarge-
ment in the representational area reflecting this discrete 
experience was recorded from SI. Shown in Figure 6–38 is 
a representation of the cortical changes that emerged during 
this study. As can be seen, fingertip stimulation of D2 and 
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Figure 6–37. Thalamocortical projections from the ventropos-
terolateral nucleus (VPL) to the D2, D3, and D4 cortical rep-
resentations in S1. a. Each cortical zone receives a dominant 
majority of input from a specific thalamic neuron (follow each 
thalamic neuron to its corresponding color in the cortical inner-
vation zone). Note that each thalamic neuron’s projections 
overlap adjacent cortical zones to some extent. B. When D3 
is amputated, the sensory input to the blue thalamic neuron 
from A. is removed. This results in the loss of input to the corti-
cal region that was responsive to the thalamic input from D3 
(the blank area between D2 and D4). c. Existing overlapping 
branches are now exciting the cortical zone once mapped to 
D3, creating the apparent expansion of the D2 and D4 cortical 
zones noted in Figure 6–36.
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D3 (see Figure 6–38B) resulted in an expansion of the corti-
cal area mapped to these specific regions of skin only (see the 
hashed areas of the D2 and D3 zones in Figure 6–38C). No 
other areas of the cortical zone demonstrated any change. 
Thus, focused tactile experiences produced specific neuro-
plastic changes only for those populations of neurons that 
were directly mapped to the peripheral sensory endings being 
chronically stimulated by the textured disc.

Curious about the possible role that attention could 
have played in these results, the investigators repeated the 
entire experiment on a new group of primates, but this time 
did not require that the primates maintain attention to the 

task conditions. In the repeated experiment, the hand of the 
monkey was braced over the spinning textured disc so that 
the fingertips for D2 and D3 would rest lightly and passively 
on it. Under this condition, the primate did not need to pay 
any attention to the task. After thousands of trails, can you 
guess what happened within the cortical S1 representation 
for the stimulated fingertips? Nothing. Absolutely nothing. 
The cortical representation for the fingertips of D2 and D3 
showed no change at all, even though the nature of the sen-
sory experience was the same as in the first experiment. The 
only factor that was different was the attention paid by the 
primate to its performance (Jenkins et al., 1990).
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Figure 6–38. Somatosensory cortical representation of the primate hand before and after selec-
tive tactile stimulation to the fingertips of D2 and D3. a. A lateral view of a primate brain with the 
somatotopic organization of the digits illustrated on its surface and color coded to the digit labels 
from Figure 6–35. B. The glabrous (nonhairy) skin of the primate hand with site indicators where 
the tactile stimulation was provided during the study. c. Expanded view of the digit S1 cortical map-
ping before and after tactile experience. Digit zones are color coded and labeled as in A. Note the  
expansion of fingertip areas of D2 and D3 as illustrated by the hatched lines in the dashed box.
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These results were stunning and clearly pointed to the 
notion that neuroplastic mechanisms require active engage-
ment and attention by an individual to develop. Passive 
experiences do virtually nothing to alter brain networks and 
cortical representations. It was hypothesized that the observed 
changes in S1 during the first part of the study were driven 
by the enhanced input coming from the skin of the fingertips 
during the training. More importantly, attention of the pri-
mate to the task conditions may have operated as the catalyst 
for shifting the balance of activity (excitatory vs. inhibitory) 
between the thalamic neurons and the cortical cells with 
which they form a synapse. As you can venture to guess, the 
implications of these data as they pertain to typical learn-
ing and rehabilitation practice are enormous. These results 
argue strongly for the need and application of therapeutic 
tasks and learning conditions that engage the patient’s atten-
tion and that are motivating and challenging as well (Jenkins 
et al., 1990). Conditions that are passive or that allow the 
individual to “tune out” will not be effective in creating the 
necessary brain changes that are needed to alter behavior in 
any significant manner.

the timing of sensory inputs 
are critical Factors in changing 
cortical representations
While the enhanced-experience study described in the pre-
vious section helped us appreciate the critical role of atten-
tion and the specificity of cortical changes to chronic sensory 
stimulation, we are still left with one last factor to review: 
How do normal behaviors and experiences operate to change 
brain representations? In a unique study by Allard et al. 
(1991), these investigators decided to tackle this question in 
a most creative manner. To allow for a clear interpretation of 
how the normal use of one’s hand can modify central sen-
sory representations, these investigators decided to alter the 
anatomy of a primate’s hand from having five digits to hav-
ing only four. Importantly, they accomplished this change in 
anatomy without injuring or removing any part of the hand, 
but instead by surgically connecting two digits (D3 and D4) 
to form an artificial syndactyly (Figure 6–39B). A syndactyl 
is a congenital defect of the fingers and toes whereby two 
or more digits are fused to one another and used as one. By 
creating what amounted to a “super” finger, the researchers 
had effectively fashioned a brand new anatomical appendage 
that the primate now had to learn how to use and that the S1 
cortex had to incorporate into its existing normal representa-
tional pattern of the fingers.

After the surgery to create the syndactyl, the primates in 
the test group were returned to their natural enclosures and 
were free to do whatever primates like to do daily. No train-
ing or exceptional experiences were additionally provided; 
the animals simply learned to use their new hand anatomy 

on their own through typical everyday experiences. From 
an experimental standpoint, the connected fingers created a 
situation whereby sensory inputs produced through normal 
everyday use would now occur coincidentally on skin surfaces 
that had distinct and separate cortical representations (see the 
normal S1 representation in Figure 6–39C). Because noth-
ing was damaged or removed from the hand, any changes in 
the S1 hand representation that ensued from the animals’ 
natural use of the new finger could now be directly examined.

After several months of allowing the primates to learn 
how to use the new anatomy of their hand, the S1 represen-
tation was reexamined. The results were dramatic, to say the 
least. The once sharp boundaries that existed between D3 
and D4 prior to the finger fusion were completely eradicated 
in the syndactylized hand map (see Figure 6–39C). The S1 
cortex had effectively come to represent the two fingers as a 
single anatomical unit. In other words, the S1 cortex now 
looked and responded as if a primate’s hand normally has 
only four fingers rather than five. In a subset of the primates 
tested, the investigators decided to separate the fused fingers 
and return the hand anatomy back to its original condition. 
After several months of allowing the primates to relearn inde-
pendent use of the fingers, you can probably guess what hap-
pened in the cortex. Strikingly, when the fused digits were 
surgically separated, the sharp somatotopic borders of each 
previously fused digit reappeared; the hand representation in 
S1 returned to normal.

Besides being a really clever and cool experiment, the 
work by Allard et al. (1991) taught us an important condi-
tional factor that affects and drives cortical plasticity. Tem-
poral correlation of sensory inputs (the coincidental timing 
and presence of sensory experiences) is believed to be a key 
factor that alters sensory cortical mappings during normal use. 
With the digits fused, the primates no longer had independent 
control over the fingers’ movements and sensory experiences. 
The primates had no choice but to learn how to use the two 
fingers normally and functionally together. This resulted in 
the two fingers experiencing coincidental degrees of sensation 
and motion while the primates lived their lives in their enclo-
sure. Simply put, the synchronization of skin use and sensory 
experiences forced the cortex to change and represent what 
were once two different anatomical elements as one.

The broader implication of these results is that normal 
cortical representations are likely maintained and adjusted as 
a function of the timing (temporal) pattern of sensory inputs 
to cortical networks of neurons. A typical experience and/
or use of a body part during a functional activity generates a 
wide variety of sensory information simultaneously with the 
experience or performance of the action. These coinciden-
tal sensory inputs are not only transduced simultaneously 
through our somatosensory system, but are likely used to  
create, maintain, and “tune” the more extensive and wide-
spread cortical representations that underlie these experiences 
and behaviors.
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implication of Neuroplasticity 
literature to rehabilitation

Consistent with recent ideas in rehabilitation neuroscience, 
therapeutic-related neuroplasticity of the cerebral cortex 
after surgery, injury, disease, or resulting from a congenital 
disorder is likely driven by a variety of behaviorally related 
sensory events similar to those reviewed in the previous sec-
tions (Byl, Merzenich, & Jenkins, 1996). Adaptations in 
an animal’s behavior are thought to exploit mechanisms of 
neuroplasticity, allowing the CNS to modify and adapt its 
behavior to integrate new skills while maintaining compe-

tency in existing skills (Thelen & Smith, 1996). To support 
such changes, cortical representations must be able to adapt 
in a use-dependent and task-specific manner (Nudo, 2003; 
Nudo, Milliken, Jenkins, & Merzenich, 1996). A variety of 
different mechanisms are believed to underlie such adap-
tive plasticity and are likely responsible for the ability of the 
nervous system to adjust to new environmental conditions, 
learn new skills, and, most importantly from our perspective, 
recover from injury (Nudo, 2003).

Current research in the neurosciences has made great 
strides in unraveling these adaptive mechanisms, discovering  
that the mammalian brain functionally and structurally 
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Figure 6–39. Somatosensory cortical representation of the primate hand before and after the sutur-
ing together of D3 and D4. a. Lateral view of a primate brain with the somatotopic organization of the 
digits illustrated on its surface and color coded to the digit labels from Figure 6–35. B. The glabrous 
(nonhairy) skin of the primate hand with D3 and D4 sutured together to form an artificial syndactyl. 
c. Expanded view of the digit S1 cortical mapping before and after digit fusion. Digit zones are color 
coded and labeled as in A. Note the merging of the cortical zones for D3 and D4 into a single area. 
The cortex now represents D3 and D4 as a single anatomical unit.
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changes to meet the specific performance features of an 
action (Kleim et al., 2002). As we’ve seen in the last few sec-
tions, sensory cortical reorganization is observed when the 
patterns of sensory inputs are chronically changed by natural 
experience or via surgical manipulation (Allard et al., 1991; 
Jenkins et al., 1990). Collectively, these reports demonstrate 
that task-specific and use-dependent factors play a major role 
in helping to shape and maintain the structure and function 
of the CNS. All these ideas can be exploited intentionally to 
develop interventions for all forms of normal and disordered 
conditions.

As suggested by Barlow (1998), our traditional view of 
speech pathology will require a dramatic shift to embrace 
and incorporate different, yet related scientific areas. Spe-
cifically, the neurosciences are fully capable of contributing 
much to our profession’s conception of therapeutic practices. 
Behavioral therapy programs, in general, either intentionally 
or unintentionally take advantage of principles of experience-
dependent neuroplasticity whereby patterns of behavior  
are remodeled and trained through graded and targeted 
activities taught by the intervening therapist. At their essence, 
clinical interventions function to organize the sensory and 

Experience-dependent neuroplasticity is an extensive field 
of study with great relevance to understanding how the 
brain learns and how it recovers from injury. In a now clas-
sic review by Kleim & Jones (2008), the authors success-
fully distilled decades of research in neuroplasticity into a 
convenient “top ten” list of major principles. Following is 
an encapsulated summary of their 10 principles of experi-
ence-dependent neuroplasticity. Be sure to check out their 
entire paper at the reference provided at the end of this box. 
It is one journal article that is definitely worth your time to 
read and think about as you train to become a practitioner 
in communication sciences and disorders (CSD).

Principle 1: Use it or lose it. Neural networks that 
are not actively engaged and used in behavior become 
weakened and even lost over time.

Principle 2: Use it and improve it. The opposite 
of Principle 1, the more we engage neural networks 
with demanding tasks, the stronger and more resilient 
neuronal connections become.

Principle 3: Repetition matters. Practice, practice, 
practice! Plasticity depends on providing enough high-
quality experience to neural networks to “outcompete” 
the brain’s usual way of functioning.

Principle 4: Specificity. The form of neuroplasticity 
that is produced in the brain is determined by the 
quality of the information that a person engages in 
regularly. Practicing a skill poorly leads to learning that 
skill poorly. If I want to learn how to play the piano, 
flapping my hands for three hours a day isn’t going 
to turn me into a famous concert pianist. In short, 
practice doesn’t make perfect; only perfect practice 
makes perfect.

Principle 5: Intensity matters. Not only do you have 
to practice a skill regularly, but you also must practice 

that skill with high levels of attention and effort 
during training sessions.

Principle 6: Time matters. Development of changes 
in the brain as a function of neuroplasticity take 
time to realize and to establish firmly in the network 
structure of the underlying behavior being learned.

Principle 7: Salience matters. Neuroplasticity 
mechanisms are heightened if what you engage in and 
practice is relevant and important to your life. Doing 
something with high value leads to greater attention 
on your part. With greater attention and motivation 
comes stronger and more comprehensive synaptic 
changes.

Principle 8: Age matters. Although plasticity has 
been discovered to be a lifelong and continuous opera-
tion of the brain, the younger you are, the better the 
outcomes are to specific training and learning.

Principle 9: Transference. You can think of this 
principle as generalization to related learning activities. 
My son, the professional bassoonist, once told me that 
learning to play his instrument allows him to play the 
saxophone and clarinet pretty well because the key 
patterns are all similar.

Principle 10: Interference. Sometimes learning 
one skill can actually interfere with your learning of 
another behavior. You can think of this idea as the 
“bad habit” principle. Developing compensatory or 
maladaptive behaviors often makes it much more diffi-
cult to learn a skill “the right way” or more adaptively.

resource
Kleim, J. A., & Jones, T. A. (2008). Principles of experience-

dependent neural plasticity: Implication for rehabilitation 
after brain damage. Journal of Speech, Language, and Hearing, 
51, S225–S239.

Box 6–4. clinical: top ten principles of neuroplasticity
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motor experiences of the patient by controlling the complex-
ity, frequency, and form of various therapeutic tasks (Barlow, 
1998).

From the point of view of someone directly involved in 
the training of students, it is evident that speech pathology 
needs to make up much ground to more deeply understand 
and embrace the power inherent in neuroplasticity principles. 
As I often tell my students, they are “practicing neuroscien-
tists,” changing the very structure and function of the brains 
of those they are working with, regardless of diagnosis. From 
simple articulation errors to the complex deficits associated 

with neurological or congenital disorders, all available evidence 
points to the conclusion that treatments provided by a thera-
pist directly impact the individual’s nervous system. Principles 
of neuroplasticity form the means through which the thera-
pist’s impact on the client’s nervous system will be realized.

(Previous section was modified from Andreatta, R. D. (2008). 
Sensorimotor elements of the orofacial system: Reviewing the 
basics. Perspectives on Speech Science and Orofacial Dis-
orders, 18, 51–61. Used with permission from the American 
Speech-Language-Hearing Association.)

 1. Sensation is the processes by which specialized neu-
ral structures, known as sensory receptors, located 
throughout the body, are activated by environmental 
and/or internal stimuli. Sensation is a two-step process 
that transduces and transmits real-world energy of a 
stimulus into and through the nervous system. Per-
ception is the interpretation of “raw” inputs once they 
reach the CNS. Perception is at its essence an integra-
tive process that is actively constructed by the brain 
and dependent on memories of past experiences with 
a given stimulus or set of stimuli. Perception requires 
us to possess and use mechanisms that can filter the 
barrage of sensory information we encounter every 
moment.

 2. The experimental appreciation of sensory systems is 
made possible through two means of investigation, 
psychophysics and sensory physiology. Psychophysics 
is the science relating physical properties of a stimulus 
to our internal percepts. Sensory physiology is con-
cerned with neural activity associated with a stimulus 
and how the stimulus is transduced and processed by 
the nervous system. The combination of psychophys-
ics with sensory physiological approaches has further 
advanced our understanding of human perception by 
bridging the gap between our subjective experience 
and neural activity.

 3. All sensory systems are sensitive to and transmit to the 
CNS four essential attributes that are necessary to fully 
appreciate any sensory experience: modality, location, 
intensity, and duration. Modality reflects the different 
types of environmental energies that are transduced 
by specific forms of sensory receptors. The transduc-
tion of sensory input produces the first abstraction of 
the real world by the nervous system. Localization of 
a sensory event is dependent on the receptive field. A 
receptive field is a discrete region of the body that is 
“monitored” by a single sensory ending. Intensity and 

duration factors are based on the magnitude of change 
in the membrane potential of a sensory ending and the 
rate of action potential firing it creates. Intensity and 
duration are based on appreciating the nature of neural 
codes and their associated patterns of action potential 
firing.

 4. Unlike other sensory systems that mediate one form of 
real-world energy and that are located in a given area of 
the body, such as the eye or ear, the somatosensory sys-
tem mediates a variety of stimulus energies (mechani-
cal, thermal, chemical, and nociceptive) throughout 
the entire body surface, viscera, and musculoskel-
etal systems. Anatomic pathways that comprise the 
somatosensory system include the dorsal-column 
medial lemniscal pathway, the anterolateral system, 
and the trigeminal system. These pathways form three 
parallel routes allowing for the simultaneous transduc-
tion and processing of all aspects of an environmental 
experience involving somatosensation.

 5. All somatosensory pathways start with sensory recep-
tors located in the body that are tuned to transduce 
different forms and types of stimulus energies. Inputs 
are transmitted centrally along axons with different 
diameters, degrees of myelination, and conduction 
velocities. The primary afferent represents the first leg 
of a three-neuron system responsible for transmitting 
somatosensation from the outside world into the cere-
bral cortex. Receptors differ along many dimensions 
depending on the submodality of somatosensation in 
question. Differences include the form of energy trans-
duced (mechanical, chemical, or thermal), the form 
and structure of the receptor, and the distribution of 
the receptor in the body.

 6. The dorsal column–medial lemniscal (DCML) system 
is a somatotopically organized pathway that mediates 
tactile sensation and proprioception from all regions 
of the body via entry through the spinal cord. The 

the top ten list
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pathway is named for the two major axon tracts that 
transmit sensory inputs from the spinal cord to the 
cerebrum. The DCML consists of first-, second-, and 
third-order neurons. First-order neurons contain the 
sensory receptor and are responsible for transmitting 
transduced inputs from the PNS to brainstem nuclei 
in the CNS. Second-order neurons convey the trans-
duced input through the remainder of the brainstem 
and to the contralateral thalamus. Third-order neu-
rons transmit input from the thalamus to the cerebral 
cortex.

 7. The anterolateral system (ALS) is not a single pathway 
like the DCML, but rather a collection of different 
pathways that mediate nociceptive signals, thermal 
inputs, and crude forms of touch and deep pressure. 
The ALS gets its name from the two zones in the ante-
rior and lateral white matter of the spinal cord that 
house the axons that transmit these forms of sensory 
inputs. Similar to the DCML, the ALS consists of a 
three-neuron pathway from the periphery to the cere-
brum. The lateral segment of the ALS is needed for the 
perception of sharp pain, burning pain, cool, warmth, 
itching, and visceral sensations. This segment sends its 
output to a wide range of subcortical and cortical areas 
for integration with other sensory signals. The anterior 
segment of the ALS transmits inputs related to crude 
touch and deep pressure to the thalamus and other 
subcortical locations.

 8. The trigeminal sensory system is comprised of three 
main nerve branches: the ophthalmic (V1), maxil-
lary (V2), and mandibular (V3) nerves. All branches 
mediate cutaneous tactile inputs, nociception and 
thermoreception from the facial skin, oral and nasal 
mucosa, the anterior two thirds of the tongue’s sur-
face, the dura mater, the gums, and the tooth pulp. 
The trigeminal system also transduces proprioceptive 
inputs from stretch-sensitive receptors found within 
muscles of the mandibular system and the periodontal 
ligaments. Proprioceptive inputs are directed to the 
mesencephalic nucleus. Cutaneous tactile inputs proj-
ect to the principal nucleus of trigeminal. Nociceptive 
and thermal inputs project to the spinal trigeminal 
nucleus.

 9. The somatosensory cortex (S1) in the postcentral 
gyrus of the parietal lobe is considered the chief corti-
cal input site for the modality of somatosensation and 
all its associated submodalities. The first organizational 
feature for S1 neurons is that they have an orderly 

arrangement that reflects the peripheral location of the 
body’s receptive fields. Such an arrangement is critical 
for unambiguously identifying the peripheral loca-
tion of any somatosensory stimulus event. The second 
organizational feature of the somatosensory cortex is 
that there are differences in the size of neural popula-
tions serving different regions of the body. The size of 
a cortical area allocated to a body part corresponds to 
a region’s sensory sensitivity and type of behavior in 
which the area participates (skilled vs. gross).

10. Output from S1 is directed in a parallel manner to one 
of several different nearby cortical areas that include 
the secondary somatosensory cortex (S2) and multi-
modal regions in the posterior parietal cortex corre-
sponding to the superior parietal lobule (BA 5 and 
BA 7) and the inferior parietal lobule (BA 40 and 39). 
S2 is believed to activate strongly in response to man-
ual manipulation of objects during recognition and in 
the perception of object features such as texture and 
shape. Somatosensory inputs from S1 into Areas 5 and 
40 are sources of sensory feedback that provide these 
neurons with the information needed to verify that 
the goals (intent) of an action were met during per-
formance. All parietal areas project to the frontal lobe 
to influence the decision and development of goal-
directed actions.

11. (This Top 10 List is special. It goes to 11!) A wide vari-
ety of factors, including features of normal behavior, 
enrichment, maladaptive experiences, injury, and 
disease can cause significant changes in the structure 
and functioning of the cerebral cortex in animals — a 
process called experience-dependent cortical reorga-
nization. Neuroplasticity is the general ability of the 
nervous system to continuously change and adapt in 
a context-dependent manner throughout our lifetime. 
Sensory cortical reorganization is observed when the 
patterns of sensory inputs are chronically changed by 
natural experience or via artificial means. Research 
demonstrates that task-specific and use-dependent 
variables play a major role in helping to shape the 
structure and function of the CNS. From simple 
articulation errors to the complex deficits associated 
with neurological or congenital disorders, all available 
evidence points to the conclusion that treatments pro-
vided by a therapist directly impact the individual’s 
nervous system. Principles of neuroplasticity form the 
means through which the therapist’s influence on the 
nervous system of a patient will be realized.

the top ten list continued
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• Distinguish between sensation and perception?  
Why are these ideas are complementary but different 
from each?

• What do we mean by the idea that “perception is a 
cognitive event”?

• What is meant by the term “abstraction” in terms of 
the perception of sensory inputs?

• What factors does the brain use to “build a 
perception”?

• What are sensory receptors and how do they operate to 
“transduce” our physical world into a code understood 
by the nervous system?

• Describe the general physical features of a typical 
sensory receptor?

• Create a set of flash cards describing the different 
sensory receptor types, the stimuli needed to excite 
them and what modality each belongs to?

• Define the different types of axons available in the 
nervous system. Why is the size and diameter of an 
axon an important factor in perception?

• Define, describe and provide examples for the four 
basic attributes that every stimulus event possesses: 
Modality, Location, Duration, Intensity

• Define and describe the importance of the “receptive 
field”. Create an example of your own to explain this 
concept.

• What is the relationship between the receptor potential 
and the magnitude and spatial features of a stimulus?

• Compare and contrast slowly adapting vs. rapidly 
adapting receptors. Why are both needed to fully 
characterize the features of a complex stimulus event?

• Label and define the response features and functions 
of cutaneous mechanoreceptors, muscle spindles, and 
GTOs

• What are dermatomes? What diagnostic information 
can a dermatome provide you?

• Describe and distinguish (1) differences in the pathway 
organization, (2) the specific anatomy, and (3) function 
of the DCML, ALS, and Trigeminal Systems.

• Describe the specific sensory inputs, features and 
organization of the VPL and VPM.

• Describe the organization of and functional rela-
tionships among somatosensory structures of the 
brainstem, thalamus and the primary sensory cortex.

• Describe the organization of the primary somatosen-
sory cortex.

• How does S1 interact with related sensory association 
areas during behaviors?

• What is neuroplasticity and why is it a vital concept 
underlying learning and behavior throughout our 
lifetimes?

• What general operating characteristics of neuroplasti-
city did we learn about by examining the three primate 
experiments reviewed in this chapter?

• Explain how principles of neuroplasticity can impact 
our clinical practice.

study Questions and activities
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